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#### Abstract

Recently, many new almost perfect nonlinear (APN) and almost bent (AB) functions have been constructed. These functions $\mathbb{F}_{2}^{n} \rightarrow \mathbb{F}_{2}^{n}$ play an important role in cryptography. In this article, we will summarize different concepts of equivalence between these functions, and discuss some invariants.

Two codes can be associated with APN and AB functions. This is useful to distinguish functions up to equivalence. We give a short proof about the dimension of one of these codes. We slightly extend the known concepts of equivalence to the more general case of functions $\mathbb{F}_{2}^{n} \rightarrow \mathbb{F}_{2}^{m}$. Moreover, we show that CCZ equivalence is the same as extended affine equivalence if $F$ is a vectorial bent function.
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## 1. Introduction

Many symmetric cryptographic algorithms use $S$-boxes as a main ingredient. Such $S$ boxes are functions $F: \mathbb{F}_{2}^{n} \rightarrow \mathbb{F}_{2}^{m}$. In order to be resistant against linear [28] and differential [2] attacks, they should satisfy certain nonlinearity properties. To define the two relevant concepts of nonlinearity (corresponding to linear and differential attacks), we define the following characteristics of $F$ :

$$
\begin{align*}
\delta_{F}(a, b) & :=\left|\left\{x \in \mathbb{F}_{2}^{n}: F(x+a)-F(x)=b\right\}\right|,  \tag{1}\\
\mathcal{W}_{F}(a, b) & :=\sum_{x \in \mathbb{F}_{2}^{n}}(-1)^{\langle a, x\rangle+\langle b, F(x)\rangle}, \tag{2}
\end{align*}
$$

where $\langle$,$\rangle denotes the standard inner product on a finite dimensional vector space. In$ order to be resistant against differential attacks, the value

$$
\Delta_{F}:=\max _{a \in \mathbb{F}_{2}^{n}, b \in \mathbb{F}_{2}^{m}, a \neq 0} \delta_{F}(a, b)
$$

should be as small as possible. Resistance against linear attacks requires that

[^0]$$
\Lambda_{F}:=\max _{a \in \mathbb{F}_{2}^{n}, b \in \mathbb{F}_{2}^{m}, b \neq 0}\left|\mathcal{W}_{F}(a, b)\right|
$$
is as small as possible.
The multiset
$$
\left\{* \quad \delta_{F}(a, b): a \in \mathbb{F}_{2}^{n}, b \in \mathbb{F}_{2}^{m} \quad *\right\}
$$
is called the differential spectrum of $F$, and the multiset
$$
\mathcal{W}_{F}:=\left\{* \quad \mathcal{W}_{F}(a, b): a \in \mathbb{F}_{2}^{n}, b \in \mathbb{F}_{2}^{m} \quad *\right\}
$$
is called the Walsh spectrum of $F$. The set
$$
\left\{ \pm \mathcal{W}_{F}\right\}
$$
is called the extended Walsh spectrum. For background on Boolean and vectorial functions defined on $\mathbb{F}_{2}^{n}$, we refer to the excellent articles [15] and [16].

## 2. Group algebras

There is a close connection between the differential and the Walsh spectrum. This is best explained using group algebra notation. For the following very elementary facts in representation theory, we refer the reader to any textbook in advanced algebra.

Let $\mathbb{K}$ be a field, and let $G$ be a (multiplicatively written) abelian group. The set of formal sums

$$
\sum_{g \in G} a_{g} \cdot g, \quad a_{g} \in \mathbb{K}
$$

is called the group algebra $\mathbb{K}[G]$ where addition and multiplication on $\mathbb{K}[G]$ is defined as follows:

$$
\left(\sum_{g \in G} a_{g} \cdot g\right)+\left(\sum_{g \in G} b_{g} \cdot g\right):=\sum_{g \in G}\left(a_{g}+b_{g}\right) \cdot g
$$

and

$$
\left(\sum_{g \in G} a_{g} \cdot g\right) \cdot\left(\sum_{g \in G} b_{g} \cdot g\right):=\sum_{g \in G}\left(\sum_{h \in G} a_{h} b_{g h^{-1}}\right) \cdot g .
$$

Moreover,

$$
\lambda \cdot\left(\sum_{g \in G} a_{g} \cdot g\right):=\sum_{g \in G}\left(\lambda a_{g}\right) \cdot g
$$

for $\lambda \in \mathbb{K}$.

Given a finite abelian group $G$ of order $v$, there are $v$ different homomorphisms $\chi$ : $G \rightarrow \mathbb{K}^{*}$, provided that $\mathbb{K}$ contains a $v^{*}$-th root of unity ( $v^{*}$ is the exponent of $G$, i.e. it is the least common multiple of the orders of the elements in $G$ ). These homomorphisms are called characters. The set of characters form a group $\widehat{G}$ : If $\chi_{1}$ and $\chi_{2}$ are two characters, then $\chi_{1} \cdot \chi_{2}: G \rightarrow \mathbb{K}^{*}$ is the character with $\left(\chi_{1} \cdot \chi_{2}\right)(g):=\chi_{1}(g) \cdot \chi_{2}(g)$. The identity element in this character group is the so called trivial character or principal character $\chi_{0}: G \rightarrow \mathbb{K}^{*}$ with $\chi_{0}(g)=1$ for all $g \in G$. The group $\widehat{G}$ is isomorphic to $G$.

If $\psi$ is an automorphism of $G$, then the mapping $\chi^{\psi}$ defined by $\chi^{\psi}(g):=\chi(\psi(g))$ is a character, again.

We can extend characters (by linearity) to homomorphisms $\mathbb{K}[G] \rightarrow \mathbb{K}$ : We define $\chi\left(\sum_{g \in G} a_{g} \cdot g\right):=\sum_{g \in G} a_{g} \cdot \chi(g)$. Note that these mappings are indeed homomorphisms, which means that they satisfy $\chi(A \cdot B)=\chi(A) \cdot \chi(B)$ and $\chi(A+B)=$ $\chi(A)+\chi(B)$. The element

$$
\sum_{\chi \in \widehat{G}} \chi(A) \cdot \chi \in \mathbb{K}[\widehat{G}]
$$

is called the Fourier transform of $A \in \mathbb{K}[G]$.
The following orthogonality relations are well known and easy to prove:

$$
\begin{aligned}
& \sum_{g \in G} \chi(g)=\left\{\begin{array}{c}
0 \text { if } \chi \neq \chi_{0}, \\
|G| \text { if } \chi=\chi_{0},
\end{array}\right. \\
& \sum_{\chi \in \widehat{G}} \chi(g)=\left\{\begin{array}{c}
0 \text { if } g \neq 1, \\
|G| \text { if } g=1 .
\end{array}\right.
\end{aligned}
$$

Moreover,

$$
a_{g}=\frac{1}{|G|} \sum_{\chi \in \widehat{G}} \chi(A) \cdot \chi\left(g^{-1}\right),
$$

where $A=\sum_{g \in G} a_{g} g$. This last statement is called the Fourier inversion formula. In other words: If we know all the character values $\chi(A)$ of some group algebra element $A \in \mathbb{K}[G]$, then we know $A$.

If $A=\sum_{g \in G} a_{g} \cdot g \in \mathbb{K}[G]$, the coefficient of the identity element in $A \cdot A^{(-1)}$ is $\sum_{g \in G} a_{g}^{2}$. Here we have used the notation $A^{(-1)}$ for the element $\sum_{g \in G} a_{g} \cdot g^{-1}$. If we apply Fourier inversion, we obtain

$$
\sum_{g \in G} a_{g}^{2}=\frac{1}{|G|} \sum_{\chi \in \widehat{G}} \chi(A) \cdot \chi\left(A^{(-1)}\right)
$$

This is usually called the Parseval equation.
We will identify subsets $T \subseteq G$ with the group algebra element $\sum_{g \in T} g$, which we will also denote by $T$. The subset $T \subseteq G$ is uniquely determined by the $v$ character sums $\sum_{g \in T} \chi(g)$, i.e. by the values $\chi(T)$ (using Fourier inversion).

In this section, we have written the group multiplicatively. However, in many practical examples the groups under consideration are written additively (usually our groups are elementary abelian 2-groups). We hope that this is not the source for confusion!

## 3. Relative difference sets and designs

Let $G$ be an abelian multiplicatively written group which contains a subgoup $N$ of order $n$. Let $m$ be the index of $N$ in $G$. A relative difference set $R \subseteq G$ with parameters ( $m, n, k, \lambda$ ) is a $k$-subset of $G$ such that the list of differences (which are quotients since we write the group multiplicatively)

$$
\left\{* \quad r \cdot r^{\prime-1}: r, r^{\prime} \in R \quad *\right\}
$$

covers every element in $G \backslash N$ exactly $\lambda$ times. No nonidentity element in $N$ has such a representation. If we identify $R$ with its group algebra element $R \in \mathbb{C}[G]$, then

$$
R \cdot R^{(-1)}=k+\lambda \cdot(G-N) .
$$

We say that $R$ is an ( $m, n, k, \lambda$ ) relative difference set (RDS). A simple example is the set $\{0,1,3\}$ in $\mathbb{Z}_{8}$ relative to $N=\{0,4\}$, which is a $(4,2,3,1)$-RDS.

Simple counting shows $k(k-1)=\lambda(v-n)$, which is an elementary necessary condition. There are many constructions and many more necessary conditions on RDS's known. We refer to [30] for a slightly outdated survey article: However, that article contains some of the still most important constructions of RDS's. Much more has been done, since, however it is more difficult to describe these new constructions; instead, we refer to [33], for instance.

If $G \cong H \times N$, then the RDS is called splitting. The above mentioned example in $\mathbb{Z}_{8}$ is non splitting. If $R$ is splitting and $k=m$, then the relative difference set $R$ describes a function $F: H \rightarrow N$ : Since no element in $N$ has a difference representation, each coset of $N$ (labelled by elements in $H$ ) contains exactly one element from $R$. Therefore, for each $h \in H$ there is a unique element $g_{h} \in N$ such that $\left(h, g_{h}\right) \in R$. This defines a function $F: H \rightarrow N$ by $F(h):=g_{h}$. A function $F: H \rightarrow N$ defines a relative difference set $\{(h, F(h) h \in H\}$ in $G \times H$ if and only if

$$
F(x \cdot a) \cdot F(x)^{-1}=b
$$

has precisely $\lambda$ solutions in $x$ for each choice of $a \in H$ and $b \in N$ with $a \neq 0$. Functions $F$ corresponding to relative difference sets with parameters $(m, n, m, m / n)$ are called bent. Bent functions are the same objects as splitting $(m, n, m, m / n)$ relative difference sets. We refer the reader to [31] and [18] for a thorough discussion about the connection between relative difference sets and the corresponding functions.

With each RDS, we may associate a design. In this paper, a design is an incidence structure with a finite number $v$ of points and a finite number $b$ of blocks. Blocks are simply sets of points. In design theory, one is interested in incidence structure with some "nice" properties, for instance that any two distinct points are contained in a unique block. We refer the reader to the comprehensive treatment [1] for background from design theory.

Any subset $R$ in $G$ gives rise to an incidence structure with $|G|$ points and $|G|$ blocks: The points are simply the elements in $G$, and the blocks are the translates $R g:=\{r g$ : $r \in R\}$. We call this design the development of $R$ (abbreviated $\operatorname{dev}(R)$ ).

If an element $a \in G$ has $\lambda$ representations $r \cdot r^{\prime-1}$, then

$$
|R \cdot g \cap R \cdot(g a)|=\lambda
$$

Moreover, there are precisely $\lambda$ blocks containing the elements $g$ and $g a$ : We have $g, g a \in$ $R h$ if and only if $r r^{\prime-1}=a$.

Every design gives rise to a $v \times b$ incidence matrix $M$ with entries from a field $\mathbb{K}$. Let

$$
M=\left(m_{p, B}\right)_{p \text { point }, B \text { block } \in \mathbb{K}^{(v, b)}, ~}^{\text {, }}
$$

where the rows a labelled by points and the columns by blocks. The $(p, B)$-entry of $M$ is 1 if $p$ is incident with $B$, otherwise the entry is 0 .

If the design is the development of a subset $R \subseteq G$, we may obtain an incidence matrix as follows: Label rows and columns by elements from $G$. Then all entries in the incidence matrix are 0 , except the entries in positions $(g, h)$ with $g^{-1} h \in R$. In other words, the row corresponding to the identity is the characteristic function of $R$.

More generally, one can define an injective homomorphism $\Psi: \mathbb{K}[G] \rightarrow \mathbb{K}^{(v, v)}$ as follows: We label the rows and columns of the matrices in $\mathbb{K}^{(v, v)}$ by the elements from $G$. Then we define

$$
\Psi\left(\sum_{g \in G} a_{g} \cdot g\right):=\left(m_{x, y}\right)_{x, y \in G}
$$

where $m_{x, y}:=a_{x^{-1} y}$. It is not difficult to check that this mapping is an injective homomorphism. Therefore, the group algebra $\mathbb{K}[G]$ is simply the subalgebra of group invariant matrices in the matrix algebra $\mathbb{K}^{(v, v)}$. This may have some interesting implications regarding the equivalence of cryptographic relevant functions, as we will discuss in Section 6.

## 4. Almost perfect nonlinear and almost bent functions

Now let us apply these elementary facts from representation theory to functions $F$ : $\mathbb{F}_{2}^{n} \rightarrow \mathbb{F}_{2}^{m}$. Our ambient group algebra will be $\mathbb{C}\left[\mathbb{F}_{2}^{n} \times \mathbb{F}_{2}^{m}\right]$. Characters $\chi_{a, b}$ of $\mathbb{F}_{2}^{n} \times$ $\mathbb{F}_{2}^{m}$ are the mappings defined by $\chi_{a, b}(x, y):=(-1)^{\langle a, x\rangle+\langle b, y\rangle}$, where $a \in \mathbb{F}_{2}^{n}, b \in \mathbb{F}_{2}^{m}$.

We define the graph $G_{F}:=\left\{(x, F(x)): x \in \mathbb{F}_{2}^{n}\right\}$ of $F$ : The graph is a subset of $\mathbb{F}_{2}{ }^{n} \times \mathbb{F}_{2}{ }^{m}$, and it is uniquely determined by the character values $\chi_{a, b}\left(G_{F}\right)$. The multiset of character values is the Walsh spectrum of $F$. We have to be a little bit careful here: The Walsh spectrum does not determine $F$; we also need to know which value in the Walsh spectrum occurs for which character, so we need to know the Fourier transform of $G_{F}$.

The problem to find functions $F: \mathbb{F}_{2}^{n} \rightarrow \mathbb{F}_{2}^{m}$ with small $\Lambda_{F}$ can be reformulated in terms of characters as follows: Find $F$ such that

$$
\max _{a \in \mathbb{F}_{2}^{n}, b \in \mathbb{F}_{2}^{m}, b \neq 0}\left|\chi_{a, b}\left(G_{F}\right)\right|
$$

is as small as possible.
Before we will present a well known bound on $\Lambda_{F}$, we explain how the $\delta_{F}(a, b)$ arise in the context of group algebras. We emphasize that in our case (where the group algebra is $\left.\mathbb{C}\left[\mathbb{F}_{2}^{n} \times \mathbb{F}_{2}^{m}\right]\right)$, we have $A^{(-1)}=A$ for all $A \in \mathbb{C}\left[\mathbb{F}_{2}^{n} \times \mathbb{F}_{2}^{m}\right]$.

Lemma 1. Let $F: \mathbb{F}_{2}^{n} \rightarrow \mathbb{F}_{2}^{m}$. Then

$$
\begin{equation*}
G_{F} \cdot G_{F}=\sum_{x \in \mathbb{F}_{2}^{n}, y \in \mathbb{F}_{2}^{m}} \delta_{F}(x, y) \cdot(x, y) \tag{3}
\end{equation*}
$$

in $\mathbb{C}\left[\mathbb{F}_{2}^{n} \times \mathbb{F}_{2}^{m}\right]$.
Since $\chi\left(G_{F}\right) \cdot \chi\left(G_{F}\right)=\chi\left(G_{F} \cdot G_{F}\right)$, the character values on the right hand side of (3) are determined by the character values $\chi\left(G_{F}\right)$, but not vice versa.

Some of the values in the differential spectrum are independent from $F$. We have:

$$
\begin{aligned}
& \delta_{F}(0,0)=2^{n} \\
& \delta_{F}(0, b)=0 \quad \text { if } b \neq 0 .
\end{aligned}
$$

If we apply Fourier inversion to compute $\delta_{F}(0,0)$, we get

$$
2^{n}=\frac{1}{2^{n+m}} \sum_{\chi \in \widehat{G}} \chi\left(G_{F}^{2}\right)=\frac{1}{2^{n+m}} \sum_{a \in \mathbb{F}_{2}^{n}, b \in \mathbb{F}_{2}^{m}} \chi_{a, b}\left(G_{F}^{2}\right)
$$

Similarly to the differential values $\delta_{F}(0, b)$, some of the Walsh coefficients $\chi_{a, b}\left(G_{F}\right)$ are known:

$$
\begin{aligned}
& \chi_{0,0}\left(G_{F}\right)=2^{n} \\
& \chi_{a, 0}\left(G_{F}\right)=0 \quad \text { if } a \neq 0
\end{aligned}
$$

hence we obtain

$$
2^{2 n+m}-2^{2 n}=\sum_{a \in \mathbb{F}_{2}^{n}, b \in \mathbb{F}_{2}^{m}, b \neq 0} \chi_{a, b}\left(G_{F}^{2}\right)
$$

Since there are $2^{n+m}-2^{n}$ characters $\chi_{a, b}$ with $b \neq 0$, we have the following theorem, see [19]:

Theorem 1. If $F: \mathbb{F}_{2}^{n} \rightarrow \mathbb{F}_{2}^{m}$, then there is at least one character $\chi_{a, b}, b \neq 0$ with $\left|\chi_{(a, b)}\left(G_{F}\right)\right| \geq 2^{n / 2}$. If $2^{n / 2}$ is the largest possible character value, i.e. $\Lambda_{F}=2^{n / 2}$, then $\left|\chi_{(a, b)}\left(G_{F}\right)\right|=2^{n / 2}$ for all $b \neq 0$. In this case, $G_{F}$ is a relative difference set with parameters $\left(2^{n}, 2^{m}, 2^{n}, 2^{n-m}\right)$ in $\mathbb{F}_{2}^{n} \times \mathbb{F}_{2}^{m}$ relative to $\left\{(0, x): x \in \mathbb{F}_{2}^{m}\right\}$, i.e. $\delta_{F}(a, b)=2^{n-m}$ for all $a \neq 0$.

Note that the function $F$ is bent if we have equality in Theorem 1. For such bent functions, we have $\Delta_{F}=2^{n-m}$, and that is the smallest possible value. The part of Theorem 1 which states that $G_{F}$ is an RDS if $F$ is bent is a consequence of the Fourier inversion formula. The character bound follows from Parseval's equation.

It has been shown in [29] and [32] that bent functions cannot exist if $m>n / 2$ :
Theorem 2. There are no bent functions $F: \mathbb{F}_{2}^{n} \rightarrow \mathbb{F}_{2}^{m}$ if $m>n / 2$. Bent functions $F: \mathbb{F}_{2}^{n} \rightarrow \mathbb{F}_{2}^{m}$ exist for all even $m$ with $m \leq n / 2$.

The "classical" bent functions are those $\mathbb{F}_{2}^{2 n} \rightarrow \mathbb{F}_{2}$. There are several easy constructions (via quadratic functions), but also more elaborate ones, see [15], for instance. Not much seems to be known about $\Lambda_{F}$ and $\Delta_{F}$ if $n / 2<m<n$. If $n$ is odd, not much is known for $1 \leq m<n$. For instance if $m=1$, the problem to determine the minimum value of $\Lambda_{F}$ is equivalent to finding the covering radius of the first order Reed-Muller code. This is known for the case $n$ even (and the solutions, i.e. the vectors far away from the Reed-Muller code, are given by the classical bent functions), but it is open for the case $n$ odd. If $n$ is odd and $n=m$, we have the following bound (see [19]):

Theorem 3. If $F: \mathbb{F}_{2}^{n} \rightarrow \mathbb{F}_{2}^{n}$, then there is at least one character $\chi_{a, b}, b \neq 0$, with $\left|\chi_{(a, b)}\left(G_{F}\right)\right| \geq 2^{(n+1) / 2}$. If this is the maximum (non trivial) character value, i.e. if $\Lambda_{F}=2^{(n+1) / 2}$, then $\chi_{(a, b)}\left(G_{F}\right) \in\left\{0, \pm 2^{(n+1) / 2}\right\}$ for all $b \neq 0$.

Functions $F: \mathbb{F}_{2}{ }^{n} \rightarrow \mathbb{F}_{2}{ }^{n}$ with $\Lambda_{F}=2^{(n+1) / 2}$ are called almost bent. They are "as bent as possible" in the sense that the Walsh spectrum is as flat as possible: Bent functions give rise to flat spectra, i.e. all character values $\chi_{a, b}\left(G_{F}\right), b \neq 0$, have the same absolute value.

What can we say about the differential spectrum of functions $F: \mathbb{F}_{2}^{n} \rightarrow \mathbb{F}_{2}^{n}$ ? There are no bent functions $\mathbb{F}_{2}^{n} \rightarrow \mathbb{F}_{2}^{n}$ : We may quote Theorem 2 or use a more elementary argument: According to Theorem 1, such a bent function would correspond to a relative $(n, n, n, 1)$ difference set, hence $F(x+a)+F(x)=b$ has exactly one solution (in $x$ ) for all $a \neq 0$. But this is impossible since the solutions come in pairs: If $F(x+a)+F(x)=b$, then $F((x+a)+a)+F(x+a)=b$, hence $x+a$ is another solution (different from $x$ if $a \neq 0)$ ). This shows $\Delta_{F} \geq 2$ if $F: \mathbb{F}_{2}^{n} \rightarrow \mathbb{F}_{2}^{n}$. We call a function $F$ with $\Delta_{F}=2$ almost perfect nonlinear (APN). Using Fourier inversion, it is not difficult to show that any $A B$ function is APN, see [19], again:

Theorem 4. Any $A B$ function is $A P N$.
There are several examples of APN and AB functions. Two of them are described below.

The converse of Theorem 4 is not true, since there are, for instance, APN functions with $n$ even, but there are no AB functions with $n$ even. There are also APN functions if $n$ is odd which are not AB , for instance the function $x \mapsto x^{-1}$ is APN if $n$ is odd, but it is not AB .

The fundamental group algebra identity corresponding to an APN function $F$ is as follows:

$$
\begin{equation*}
G_{F} \cdot G_{F}=2^{n}+2 D_{F} \quad \in \mathbb{C}\left[\mathbb{F}_{2}^{n} \times \mathbb{F}_{2}^{n}\right] \tag{4}
\end{equation*}
$$

where $D_{F}$ corresponds to a subset of $\mathbb{F}_{2}^{n} \times \mathbb{F}_{2}^{n}$ which is disjoint from $\left\{(0, x): x \in \mathbb{F}_{2}^{n}\right\}$.
The following Theorem is contained in the interesting article [17]. Its proof is not difficult:

Theorem 5. If $F$ is $A B$, then the set $D_{F}$ corresponds to a bent function, i.e. the mapping $f: \mathbb{F}_{2}^{n} \times \mathbb{F}_{2}^{n} \rightarrow \mathbb{F}_{2}$ with $f(u, v)=1$ if $(u, v) \in D_{F}$, and 0 otherwise, is bent.

The set $D_{F}$ (the support of the function $f$ ) is a so called Hadamarad difference set. One may think of $G_{F}$ as a "root" of $2^{n}+2 D_{F}$. In our opinion, it is interesting to ask:

Problem. Which Hadamard difference sets $D \subseteq \mathbb{F}_{2}{ }^{n} \times \mathbb{F}_{2}{ }^{n}$ admit a decomposition

$$
T^{2}=2^{n}+2 D
$$

for a suitable subset $T \subseteq \mathbb{F}_{2}{ }^{2 n}$.
There are several constructions of APN and AB functions. It is not the purpose of this paper to summarize these, but we just refer to the literature ([4,7,10,11,13,14,23,24]) for the most recent new constructions.

Basically all constructions of APN and AB functions make use of the identification of $\mathbb{F}_{2}{ }^{n}$ with the additive group of $\mathbb{F}_{2^{n}}$. Any mapping $\mathbb{F}_{2^{n}} \rightarrow \mathbb{F}_{2^{n}}$ can be described by a polynomial. This polynomial description makes it possible (sometimes) to obtain information about the functions $F(x+a)-F(x)$, which have to be 2-to-1 mappings if $F$ is APN. Also the Walsh spectrum is somewhat easier to determine if the function $F$ is given as a polynomial: The characters of $\mathbb{F}_{2^{n}}$ are given by the trace mapping $x \mapsto(-1)^{\operatorname{tr}(\alpha \cdot x)}$, where $\alpha \in \mathbb{F}_{2^{n}}$ and $\operatorname{tr}$ denotes the usual trace function $\mathbb{F}_{2^{n}} \rightarrow \mathbb{F}_{2}$. However, we emphasize that the APN property (and also the Walsh spectrum) are related to the additive structure of $\mathbb{F}_{2^{n}}$, only. This phenomenon occurs frequently in connection with problems about difference sets: You use one algebraic structure of the field to construct a set, but then you interpret this set relative to the other algebraic structure of the field. Popular examples are the squares in $\mathbb{F}_{p}$ (Paley difference sets in the additive group of $\mathbb{F}_{p}$ ) or the Singer cycle (hyperplane of $\mathbb{F}_{2^{n}}$, interpreted in the multiplicative group of $\mathbb{F}_{2^{n}}$ ).

Until recently, only AB and APN power mappings were known: More precisely, all examples have been equivalent to a power mapping. However, in this context it is not so clear what is meant by "equivalent", hence we postpone the discussion of equivalence issues until we have described different concepts of equivalence.

At this point, we would like to describe two very important constructions of APN/AB functions on $\mathbb{F}_{2^{n}}$ :

Construction Gold: The mappings $x \mapsto x^{2^{i}+1}$ are APN if $\operatorname{gcd}(i, n)=1$. If $n$ is odd, these functions are $A B$. The GoLD power mappings are examples of quadratic functions: We say that a function $F: \mathbb{F}_{2}^{n} \rightarrow \mathbb{F}_{2}^{n}$ is quadratic if the functions $x \mapsto F(x+a)-F(x)$ are affine for all $a \in \mathbb{F}_{2}^{n}$, but $F$ is not affine. Equivalently, in the polynomial description of $F$, all the exponents are of type $2^{i}+2^{j}$, and at least one exponent is different from 0 and $2^{i}$. Except an example in [24], see also [5], all recently constructed APN functions are quadratic.

Construction KASAMI: The mappings $x \mapsto x^{2^{2 i}-2^{i}+1}$ are APN if $\operatorname{gcd}(i, n)=1$. If $n$ is odd, these functions are AB .

## 5. Equivalence of functions

The question arises whether these functions are equivalent. We are now going to discuss several different concepts of equivalence. This is best done using the graphs $G_{F}$ of the functions $F: \mathbb{F}_{2}^{n} \rightarrow \mathbb{F}_{2}{ }^{m}$.

Affine equivalence: Functions $F_{1}, F_{2}: \mathbb{F}_{2}^{n} \rightarrow \mathbb{F}_{2}^{m}$ are affine equivalent if there are linear bijective mappings $\psi: \mathbb{F}_{2}^{n} \rightarrow \mathbb{F}_{2}^{n}, \phi: \mathbb{F}_{2}^{m} \rightarrow \mathbb{F}_{2}^{m}$ and elements $a \in \mathbb{F}_{2}^{n}, b \in \mathbb{F}_{2}^{m}$ such that $\mathcal{L}\left(G_{F_{1}}\right)+(a, b)=G_{F_{2}}$, where $\mathcal{L}: \mathbb{F}_{2}^{n+m} \rightarrow \mathbb{F}_{2}^{n+m}$ is the linear mapping

$$
\mathcal{L}(x, y):=(\psi(x), \phi(y)) .
$$

We define

$$
\begin{aligned}
H & :=\left\{(x, 0): x \in \mathbb{F}_{2}^{n}\right\} \\
\text { and } \quad N & :=\left\{(0, y): y \in \mathbb{F}_{2}^{m}\right\} .
\end{aligned}
$$

Then $\mathcal{L}: H \times N \rightarrow H \times N$ is a linear mapping which fixes $H$ and $N$ setwise. With respect to a basis $\left\{b_{1}, \ldots b_{n}, c_{1}, \ldots c_{m}\right\}$ of $\mathbb{F}_{2}^{n} \times \mathbb{F}_{2}^{m}$ such that the set $\left\{b_{1}, \ldots, b_{n}\right\}$ generates $H$ and $\left\{c_{1}, \ldots, c_{m}\right\}$ generates $N$, the linear mapping $\mathcal{L}$ is represented by

$$
\left(\begin{array}{cc}
L_{1} & 0_{n, m}  \tag{5}\\
0_{m, n} & L_{4}
\end{array}\right)
$$

where $0_{n, m}$ and $0_{m, n}$ denote the 0 -matrices of sizes $(n, m)$ and $(m, n)$. An invariant for affine equivalence is the extended Walsh spectrum and the differential spectrum. We have to work with the extended Walsh spectrum since $\chi\left(G_{F}+(a, b)\right)=\chi\left(G_{F}\right) \cdot \chi(a, b)$, so that adding $(a, b)$ to the elements in $G_{F}$ may change the sign of the character values.

Extended affine equivalence: Functions $F_{1}, F_{2}: \mathbb{F}_{2}^{n} \rightarrow \mathbb{F}_{2}^{m}$ are called extended affine equivalent if there are linear bijective mappings $\psi: \mathbb{F}_{2}^{n} \rightarrow \mathbb{F}_{2}^{n}$, $\phi: \mathbb{F}_{2}^{m} \rightarrow \mathbb{F}_{2}^{m}$, elements $a \in \mathbb{F}_{2}^{n}, b \in \mathbb{F}_{2}^{m}$ and a linear mapping $\alpha: \mathbb{F}_{2}^{n} \rightarrow \mathbb{F}_{2}^{m}$ such that $\mathcal{L}\left(G_{F_{1}}\right)+$ $(a, b)=G_{F_{2}}:$ Here $\mathcal{L}$ is defined via

$$
\mathcal{L}(x, y):=(\psi(x), \phi(y)+\alpha(x))
$$

and it can be represented by

$$
\left(\begin{array}{cc}
L_{1} & 0_{n, m}  \tag{6}\\
L_{3} & L_{4}
\end{array}\right)
$$

In this case, the subgroup $N$ is fixed by $\mathcal{L}$. Again, the extended Walsh spectrum and the differential spectrum is invariant under extended affine equivalence. The algebraic degree is another invariant for extended affine equivalence. It is defined as follows: The function $F$ can be described by $m$ coordinate functions $\mathbb{F}_{2}^{n} \rightarrow \mathbb{F}_{2}$. These functions can be described by multivariate polynomials, and the maximum degree of these functions is the algebraic degree.

CCZ equivalence: More generally, we may look at regular matrices of the form

$$
\left(\begin{array}{ll}
L_{1} & L_{2}  \tag{7}\\
L_{3} & L_{4}
\end{array}\right) .
$$

In this case, we speak about CCZ equivalence: The term "CCZ" refers to Carlet, Charpin and Zinoviev, who introduced this concept for APN and AB functions in [17]. We say that $F_{1}$ and $F_{2}$ are CCZ-equivalent if there are linear mappings $\psi: \mathbb{F}_{2}{ }^{n} \rightarrow \mathbb{F}_{2}{ }^{n}, \phi$ : $\mathbb{F}_{2}^{m} \rightarrow \mathbb{F}_{2}^{m}, \alpha: \mathbb{F}_{2}^{n} \rightarrow \mathbb{F}_{2}^{m}$ and $\beta: \mathbb{F}_{2}^{m} \rightarrow \mathbb{F}_{2}^{n}$ such that $\mathcal{L}\left(G_{F_{1}}\right)+(a, b)=G_{F_{2}}$, where

$$
\begin{equation*}
\mathcal{L}(x, y)=(\psi(x)+\beta(y), \phi(y)+\alpha(x)) \tag{8}
\end{equation*}
$$

is bijective. There is a subtle difference between the concept of (extended) affine and CCZ equivalence: In the case of (extended) affine equivalence, we may apply any linear mapping of type (5) or (6) to the graph of a function $F$ in order to get the graph of another function which has the same extended Walsh spectrum and the same differential spectrum. If we do the same for linear mapping of type (7), the resulting group algebra element is not necessarily described by a function: We can say that the Fourier transform of $\mathcal{L}\left(G_{F}\right)$ is the same as those of $G_{F}$, and similarly both group algebra elements have the same differential properties, but $\mathcal{L}\left(G_{F}\right)$ is not necessarily a function. Another difference to the case of extended affine equivalence is that the algebraic degree is not an invariant. For instance, if $F$ is a permutation, then $F^{-1}$ is CCZ equivalent to $F$, but the degree of $F^{-1}$ is, in general, different from the degree of $F$. This argument shows that CCZ equivalence is more general than EA equivalence. Other examples in [12] show that there are a lot more possibilities to construct CCZ but not EA equivalent functions, starting from the Gold case.

In the case of bent functions, CCZ equivalence is the same as extended affine equivalence. More generally, we prove:

Theorem 6. If $R_{1}$ and $R_{2}$ are both relative ( $m, n, k, \lambda$ )-difference sets in the (multiplicatively written) group $G$ relative to a subgroup $N$, then any automorphism $\psi: G \rightarrow G$ with $\psi\left(R_{1}\right)=R_{2} \cdot g$ has to fix $N$ setwise.

Proof. Note that $R_{1} \cdot R_{1}^{(-1)}=\left(R_{2} g\right) \cdot\left(R_{2} g\right)^{(-1)}=k+\lambda(G-N)$, hence $\Psi$ has to fix the subgroup $N$ setwise since $\lambda \neq 0$.

This theorem slightly generalizes [26]. In particular, we have
Corollary 1. If $F_{1}, F_{2}$ are bent functions $\mathbb{F}_{2}^{n} \rightarrow \mathbb{F}_{2}^{m}$ which are CCZ equivalent via a linear mapping $\mathcal{L}$ as defined in (8), then $\beta: \mathbb{F}_{2}^{m} \rightarrow \mathbb{F}_{2}^{n}$ has to be the zero map.

Proof. If there is one element $y \in \mathbb{F}_{2}^{m}$ with $y \neq 0$, then $\mathcal{L}(0, y) \notin N$, hence $N$ is not fixed setwise.

This corollary has been proven independently by Budaghyan and Carlet [8]. A slightly more general result is the following:

Theorem 7. Let $F, F^{\prime}: \mathbb{F}_{2}^{n} \rightarrow \mathbb{F}_{2}^{m}$ be functions. If there is an isomorphism $\mathcal{L}$ on $\mathbb{F}_{2}^{n} \times \mathbb{F}_{2}^{m}$ with $\mathcal{L}\left(G_{F}\right)+(a, b)=G_{F^{\prime}}$ such that $F^{\prime}$ is CCZ equivalent but not EA equivalent to $F$, then there is a subgroup $N^{\prime}$ of order $2^{m}$ in $\mathbb{F}_{2}^{n} \times \mathbb{F}_{2}^{m}$ with $N^{\prime} \neq$ $\{0\} \times \mathbb{F}_{2}^{m}$ such that no nonzero element in $N^{\prime}$ has a representation as a difference with elements from $G_{F}$. In other words, the coefficients of the nonzero elements in $N^{\prime}$ are 0 in $G_{F} \cdot G_{F}$.

Proof. If $F$ is CCZ but not EA equivalent to some other function $F^{\prime}$, there must be a linear mapping $\mathcal{L}$ such that $\mathcal{L}(N) \neq N$, and $\mathcal{L}\left(G_{F}\right)+(a, b)$ is the graph of some function $F^{\prime}$, but $\mathcal{L}\left(G_{F}\right)$ is the graph of a function, too, hence we may assume $(a, b)=(0,0)$. The element $G_{F^{\prime}}$ contains exactly one element from each coset of $N$. This shows that $\mathcal{L}^{-1}\left(G_{F^{\prime}}\right)$ contains exactly one element from each coset of $\mathcal{L}^{-1}(N)=: N^{\prime}$. Therefore, the group algebra element $G_{F} \cdot G_{F}$ has coefficients 0 for all nonzero elements in $N^{\prime}$.

It is possible that $\mathcal{L}$ does not fix $N$, but the function described by $\mathcal{L}\left(G_{F}\right)$ is EA equivalent to $F$. An example is given in [12]. In general, this situation is characterized through the following Theorem:

Theorem 8. Let $F, F^{\prime}: \mathbb{F}_{2}^{n} \rightarrow \mathbb{F}_{2}^{m}$ be functions which are $C C Z$ equivalent via the linear mappping $\mathcal{L}$, i.e. $\mathcal{L}\left(G_{F}\right)+(a, b)=G_{F^{\prime}}$. Using the notation from Theorem 7 , the function $F$ is EA equivalent to $F^{\prime}$ if and only if there is a linear isomorphism $\mathcal{L}^{\prime}$ with $\mathcal{L}^{\prime}(N)=N^{\prime}, \mathcal{L}^{\prime}\left(G_{F}\right)+\left(a^{\prime}, b^{\prime}\right)=G_{F}$.

Proof. If $F$ and $F^{\prime}$ are EA equivalent, there is a linear bijection $\mathcal{L}^{\prime \prime}$ with $\mathcal{L}^{\prime \prime}\left(G_{F}\right)+$ $\left(a^{\prime \prime}, b^{\prime \prime}\right)=G_{F^{\prime}}, \mathcal{L}^{\prime \prime}(N)=N$. Then $\mathcal{L}^{-1} \circ \mathcal{L}^{\prime \prime}$ gives the desired isomorphism $\mathcal{L}^{\prime}$.

Conversely, $\mathcal{L}^{\prime \prime}=\mathcal{L} \circ \mathcal{L}^{\prime}$ gives the affine equivalence.
The first non power examples of APN and AB functions have been found in [12]: These are EA inequivalent to power mappings, however they are CCZ equivalent to power mappings. In [23], the first examples not CCZ equivalent to power mappings have been described. That paper started quite an extensive search for APN functions. References have been given above.

The knowledge about the inequivalence of the known series of APN and AB functions is still unsatisfactory. A systematic investigation of the (in)equivalence of the GOLD power mappings is contained in [9]. As a result, the Gold power mappings $x^{2^{i}+1}$, $i<n / 2, \operatorname{gcd}(i, n)=1$, are pairwise CCZ inequivalent. Moreover, they are CCZ inequivalent to the KASAMI power mappings (except in small (trivial) cases. Proofs are by "brute force": You take two functions and try to construct a linear mapping (defined as a linearized polynomial) that maps the graph of one function to those of the other function. Finally, after heavy computations, you see that this is impossible. It would be nice, but apparently difficult, to compute some CCZ invariants associated with the functions. We say more about invariants in the next section.

## 6. Equivalence of functions and designs

Now we return to designs and discuss isomorphism issues in this context. We have seen already that, for RDS's, CCZ equivalence is the same as extended affine equivalence. However, there is another possibility to generalize EA equivalence for RDS's to another
more general (and, from a design theoretic point of view, more relevant) concept. We refer to [25] for more on this design theoretic approach.

If $M_{1}$ and $M_{2}$ are incidence matrices of designs, then we say that the designs are isomorphic if and only if there are permutation matrices $P$ and $Q$ such that $P \cdot M_{1} \cdot Q=$ $M_{2}$. In this way, we may identify the automorphism groups with the set of all pairs $(P, Q)$ of permutation matrices such that $P \cdot M_{1} \cdot Q=M_{1}$. Let us assume that the designs are given as the developments of subsets of a group $G$. Not all of the isomorphism (or automorphisms) have a nice interpretation in terms of group automorphisms: Let $M_{1}$ and $M_{2}$ be two matrices in $\Psi(\mathbb{K}[G])$, i.e. they are group developed from sets $R_{1}$ and $R_{2}$. We say that the designs are equivalent if there is a group automorphism $\phi$ and a group element $g \in G$ such that $\phi\left(R_{1}\right)=R_{2} g$. In this case, the designs $\operatorname{dev}\left(R_{1}\right)$ and $\operatorname{dev}\left(R_{2}\right)$ are isomorphic.

We say that two function $F_{1}, F_{2}: \mathbb{F}_{2}^{n} \rightarrow \mathbb{F}_{2}^{m}$ are isomorphic if $\operatorname{dev}\left(G_{F_{1}}\right)$ is isomorphic to $\operatorname{dev}\left(G_{F_{2}}\right)$
"Isomorphism" of designs is more general than "equivalence" of the corresponding difference sets. In fact, a design can be written as $\operatorname{dev}(R)$ for different (inequivalent) $R$ 's, as shown by the tables on difference sets in [20].

It seems to be difficult to distinguish between "isomorphism" and "equivalence" since we are not aware of parameters which are invariant only under "equivalence". All the interesting invariants with respect to "equivalence" are also invariants for "isomorphisms", let us mention just a few:

- The rank of an incidence matrix.
- The Smith normal form of an incidence matrix.
- The Automorphism group of the design.

We think that it is worth to look more carefully at this new concept of "isomorphism" corresponding to APN and AB functions: We are not aware of any pair of functions $F_{1}$ and $F_{2}$ which are not CCZ inequivalent, but the designs $\operatorname{dev}\left(F_{1}\right)$ and $\operatorname{dev}\left(F_{2}\right)$ are isomorphic. So one may try to prove that isomorphism and equivalence coincides for APN and AB functions, or one can try to find new functions as follows: Take an APN or AB function $F$ and construct its incidence matrix $M$. Then compute $M^{\prime}=P \cdot M \cdot Q$ for some permutation matrices $P$ and $Q$. Since this design is isomorphic to the design corresponding to $M$, it must have a representation as the development of some $G_{F^{\prime}}$. Check, whether $F^{\prime}$ is CCZ equivalent to $F$. We have not yet pursued this approach, but it is, in our opinion, quite interesting: You may be able to construct new APN and AB functions. We believe that as soon as you find one application of this approach, there will be many! If there are no applications of our technique, so if equivalence coincides with isomorphism, we are sure that a proof of this fact will give more insight into the theory of APN and AB functions.

If $F$ is APN, there is not just the design defined by $G_{F}$, but also the design defined by $D_{F}$ (see (4)). If $F_{1}$ and $F_{2}$ are CCZ equivalent, then $\operatorname{dev}\left(D_{F_{1}}\right)$ and $\operatorname{dev}\left(D_{F_{2}}\right)$ are equivalent, hence isomorphic. Hence the isomorphism type both of $\operatorname{dev}\left(D_{F}\right)$ and of $\operatorname{dev}\left(G_{F}\right)$ may be used to distinguish functions up to CCZ equivalence.

However, design theoretic isomorphism may be a too coarse equivalence relation. The appropriate equivalence relation is graph theoretic isomorphism, as we will explain now:

The set $D_{F}$ defines a graph with $2^{2 n}$ vertices (which are the elements in $\mathbb{F}_{2}{ }^{n} \times \mathbb{F}_{2}{ }^{n}$ ). Two vertices $g$ and $h$ are adjacent if $g-h \in D_{F}$. This relation is symmetric since
$g-h=g+h$. There is a connection between this graph and the incidence structure $\operatorname{dev}\left(G_{F}\right)$. If $M$ is an incidence matrix of $\operatorname{dev}\left(G_{F}\right)$, then the matrix $\frac{1}{2}\left(M M^{\top}-2^{n} I\right)$ is an adjacency matrix of the graph described by $D_{F}$. Two of the vertices in this graph, say $g$ and $h$ with $g \neq h$, are adjacent if the two group elements, considered as points in $\operatorname{dev}\left(G_{F}\right)$, are joined by two blocks of $\operatorname{dev}\left(G_{F}\right)$ : The two (distinct) points $g=(x, y)$ and $h=\left(x^{\prime}, y^{\prime}\right)$ are in $G_{F}+(a, b)$ if and only if $\left(x-x^{\prime}, y-y^{\prime}\right)=\left(r-r^{\prime}, F(r)-F\left(r^{\prime}\right)\right)$ for some $r, r^{\prime} \in \mathbb{F}_{2}^{n}$. Therefore, there are 0 or 2 solutions. But if the pair $r, r^{\prime}$ is a solution, then $r+a=x$ and $F(r)+b=y$, or $r^{\prime}+a=x$ and $F\left(r^{\prime}\right)+b=y$. In particular, $g$ and $h$ are adjacent if and only if $g+h \in D_{F}$. If two designs $\operatorname{dev}\left(G_{F_{1}}\right)$ and $\operatorname{dev}\left(G_{F_{2}}\right)$ are isomorphic, the graphs (consisting of vertices and edges) defined by $D_{F_{1}}$ and $D_{F_{2}}$ are isomorphic: Note that this isomorphism in graph theoretic terms is much more restrictive than design isomorphism: In the design case, the permutation matrices $P$ and $Q$ multiplied on the left and right can be arbitrarily. If you consider graph isomorphism, you have to multiply by $P$ and $P^{\top}$.

In our opinion, the determination of the automorphism groups of the designs $\operatorname{dev}\left(G_{F}\right)$ is very promising to distinguish the isomorphism type of the functions, in particular quadratic from nonquadratic functions. Experiments indicate that quadratic APNs have a much larger automorphism group than nonquadratic ones. Similarly, the ranks of the incidence matrices of quadratic functions seem to be smaller than those of nonquadratic APNs. It would be interesting to decide whether the following is true:

Problem. Let $F_{1}$ and $F_{2}$ are APN functions where $F_{1}$ is quadratic and $F_{2}$ is not CCZ equivalent to a quadratic function. Is the $\mathbb{F}_{2}$ rank of an incidence matrix corresponding to $\operatorname{dev}\left(G_{F_{1}}\right)$ is strictly smaller than the rank corresponding to $\operatorname{dev}\left(G_{F_{2}}\right)$ ? Does this bound also hold for $\operatorname{dev}\left(D_{F_{1}}\right)$ and $\operatorname{dev}\left(D_{F_{2}}\right)$

This question resembles a little bit the famous Hamada conjecture (which is in general not true) that the ranks of incidence matrices tend to become smaller if the automorphism groups are getting larger.

Finally, we would like to point out that the row space of the incidence matrix of a design is called the $\mathbb{K}$ code associated with the design. Isomorphic designs have equivalent codes, hence the code is an invariant under isomorphism. It seems that these codes (which can be also viewed as the ideals generated by $G_{F}$ in $\mathbb{K}\left[\mathbb{F}_{2}^{n} \times \mathbb{F}_{2}^{m}\right]$ ) may be worth to investigate in order to distinguish functions $F: \mathbb{F}_{2}^{n} \rightarrow \mathbb{F}_{2}^{m}$ up to equivalence. However, we are not aware of a systematic investigation of these codes. But there are other codes associated with functions, which we will discuss in the next section.

## 7. Equivalence of functions and codes

In this final section, we will discuss relations between the different equivalence concepts for functions $F: \mathbb{F}_{2}^{n} \rightarrow \mathbb{F}_{2}^{m}$ and code equivalence. The reader may consult the classical book [27] for background from coding theory.

Let $C(F) \in \mathbb{F}_{2}^{\left(n+m, 2^{n}\right)}$ be the matrix whose columns are the vectors $\binom{x}{F(x)}$, $x \in \mathbb{F}_{2}^{n}$. We extend this matrix by a first row consisting just of 1 's. We call this extended matrix $C_{1}(F)$. By $\mathcal{C}_{1}(F)$, we denote the $\mathbb{F}_{2}$-vector space of all vectors orthogonal to the
rows of $C_{1}(F)$. Using terminology from coding theory, the vector space $\mathcal{C}_{1}(F)$ is a code of length $2^{n}$. If we multiply $C_{1}(F)$ by an invertible matrix $M$ of size $n+m+1$ from the left, we get a matrix $M \cdot C_{1}(F)$ whose rows generate the same vector space as the rows of $C_{1}(F)$, hence the set of vectors orthogonal to the rows of $M \cdot C_{1}(F)$ is $\mathcal{C}_{1}(F)$, again.

Two codes $U_{1}$ and $U_{2}$ in $\mathbb{F}_{2}^{n}$ are called equivalent if there is a permutation $\pi$ : $\left\{1, \ldots, 2^{n}\right\} \rightarrow\left\{1, \ldots, 2^{n}\right\}$ such that

$$
\left(x_{1}, \ldots x_{2^{n}}\right) \in U_{1} \quad \Longleftrightarrow \quad\left(x_{\pi(1)}, \ldots x_{\pi\left(2^{n}\right)}\right) \in U_{2}
$$

This shows that the codes generated by two functions $F_{1}$ and $F_{2}$ are equivalent if and only if a permutation of the columns of $C_{1}\left(F_{2}\right)$ gives a matrix such that the vector space orthogonal to the rows of this permuted matrix is $\mathcal{C}_{1}\left(F_{1}\right)$. But two matrices $H_{1}$ and $H_{2}$ define the same codes (orthogonal to the rows of $H_{1}$, resp. $H_{2}$ ) if and only if there is an invertible matrix $M$ with $M \cdot H_{1}=H_{2}$. Therefore, if $\mathcal{C}_{1}\left(F_{1}\right)$ is equivalent to $\mathcal{C}_{1}\left(F_{2}\right)$, there is an invertible matrix $M$ such that $M \cdot C_{1}\left(F_{1}\right)$ is a matrix whose columns are a permutation of the columns of $C_{1}\left(F_{2}\right)$. It is easy to see that the matrix $M$ must be of the following type:

$$
M=\left(\begin{array}{ccc}
c & d & e \\
a & L_{1} & L_{2} \\
b & L_{3} & L_{4}
\end{array}\right)
$$

with $a \in \mathbb{F}_{2}^{n}$ and $b \in \mathbb{F}_{2}^{m}, c \in \mathbb{F}_{2}, d \in \mathbb{F}_{2}^{n} e \in \mathbb{F}_{2}^{m}$ (as row vectors), and $L_{1} \in \mathbb{F}_{2}^{(n, n)}$ and $L_{2} \in \mathbb{F}_{2}^{(n, m)}, L_{3} \in \mathbb{F}_{2}^{(m, n)}$ and $L_{4} \in \mathbb{F}_{2}^{(m, m)}$. The first row $v:==(c d e)$ of $M$ has the property that the inner product of $v$ with all the columns of $C_{1}\left(F_{1}\right)$ is 1 . Hence we may assume $c=1, d=0$ and $e=0$. The first row in the matrix $M$ has the effect that $(a, b)$ will be added to $\left(x, F_{1}(x)\right)$. More precisely:

$$
M \cdot\left(\begin{array}{c}
1 \\
x \\
F_{1}(x)
\end{array}\right)_{x \in \mathbb{F}_{2}^{n}}=\left(\begin{array}{c}
1 \\
L_{1} x+L_{2} F_{1}(x)+a \\
L_{3} x+L_{4} F_{1}(x)+b
\end{array}\right)_{x \in \mathbb{F}_{2}^{n}}
$$

We summarize this in the following theorem, see also [22,6]:
Theorem 9. Let $F_{1}: \mathbb{F}_{2}^{n} \rightarrow \mathbb{F}_{2}^{m}$ be a function. Then $F_{1}$ is CCZ equivalent to a function $F_{2}: \mathbb{F}_{2}^{n} \rightarrow \mathbb{F}_{2}^{m}$ if and only if the codes $\mathcal{C}_{1}\left(F_{1}\right)$ and $\mathcal{C}_{1}\left(F_{2}\right)$ are equivalent.

It is easy to see that affine can be also formulated in terms of codes. For this purpose, we define two other matrices $C_{2}(F)$ and $C_{3}(F)$ :

$$
C_{2}(F):=\left(\begin{array}{cc}
1 & 0 \\
x & 0 \\
F(x) & y
\end{array}\right)_{x \in \mathbb{F}_{2}^{n}, y \in \mathbb{F}_{2}^{m} \backslash\{0\}}
$$

and

$$
C_{3}(F):=\left(\begin{array}{ccc}
1 & 0 & 0 \\
x & 0 & z \\
F(x) & y & 0
\end{array}\right)_{x \in \mathbb{F}_{2}^{n}, y \in \mathbb{F}_{2}^{m} \backslash\{0\}, z \in \mathbb{F}_{2}^{n} \backslash\{0\}}
$$

These matrices are parity check matrices of two codes $\mathcal{C}_{2}(F)$ and $\mathcal{C}_{3}(F)$.
We obtain:
Theorem 10. Let $F_{1}: \mathbb{F}_{2}^{n} \rightarrow \mathbb{F}_{2}^{m}$ be a function.Then $F_{1}$ is extended affine equivalent to a function $F_{2}: \mathbb{F}_{2}^{n} \rightarrow \mathbb{F}_{2}^{m}$ if and only if the codes $\mathcal{C}_{2}\left(F_{1}\right)$ and $\mathcal{C}_{2}\left(F_{2}\right)$ are equivalent.

In the case of affine equivalence, we need to be more careful. If $n=m$, it may be possible to swap the rows $2, \ldots n+1$ and the rows $n+2, \ldots, 2 n+1$. This is possible if $F$ is a permutation. We obtain:

Theorem 11. Let $F_{1}: \mathbb{F}_{2}^{n} \rightarrow \mathbb{F}_{2}^{m}$ be a function which is not a permutation. Then $F_{1}$ is affine equivalent to a function $F_{2}: \mathbb{F}_{2}^{n} \rightarrow \mathbb{F}_{2}^{m}$ if and only if the codes $\mathcal{C}_{3}\left(F_{1}\right)$ and $\mathcal{C}_{3}\left(F_{2}\right)$ are equivalent. If $F_{1}$ is a permutation, then $F_{1}$ or $F_{1}^{-1}$ is affine equivalent to $F_{2}: \mathbb{F}_{2}^{n} \rightarrow \mathbb{F}_{2}^{m}$ if and only if the codes $\mathcal{C}_{3}\left(F_{1}\right)$ and $\mathcal{C}_{3}\left(F_{2}\right)$ are equivalent.

These theorems which give a relation between code equivalence and equivalence of functions are quite useful. For instance, the computer algebra package MAGMA [3] provides a powerful tool to check code equivalence, hence it is for small values of $n$ (thanks to MAGMA) easy to distinguish the different types of equivalence. Moreover, the automorphism groups of the codes can be computed and they may be used to distinguish different functions. We note that

$$
\operatorname{Aut}\left(\mathcal{C}_{3}(F)\right) \subseteq \operatorname{Aut}\left(\mathcal{C}_{2}(F)\right) \subseteq \operatorname{Aut}\left(\mathcal{C}_{1}(F)\right)
$$

In order to see this, we note that the automorphism group of the respective codes are isomorphic to subgroups of the group of invertible matrices of size $n+m+1$ over $\mathbb{F}_{2}$, provided that the matrices $C_{i}(F)$ have full rank: Automorphisms of $\mathcal{C}_{i}(F)$ correspond to those permutation matrices $Q$ such that $M \cdot C_{i}(F)=C_{i}(F) \cdot Q$ for some invertible matrix $M$. If the columns of $C_{i}(F)$ are all distinct, $Q$ is uniquely determined by $M$. If the above mentioned rank condition holds, different $M$ 's give different $Q$ 's. Using the representation of the automorphism groups as subgroups of $\operatorname{GL}(n+m+1,2)$, the inclusion given above holds.

Finally, we would like to give a (short) proof of the fact that the rank of $C_{1}(F)$ is $2 n+1$ if $F: \mathbb{F}_{2}^{n} \rightarrow \mathbb{F}_{2}^{n}$ is APN. This result is contained in [17]. The proof in [17] uses bounds on the minimum weight of certain codes. A more elementary proof is contained in [21].

Theorem 12. Let $F: \mathbb{F}_{2}{ }^{n} \rightarrow \mathbb{F}_{2}^{m}$ be an APN function. Then the $\mathbb{F}_{2}$ rank of the matrix

$$
C_{1}(F)=\left(\begin{array}{c}
1 \\
x \\
F(x)
\end{array}\right)_{x \in \mathbb{F}_{2}^{n}}
$$

is $2 n+1$ if $n>2$.
Proof. If $\operatorname{rank}\left(C_{1}(F)\right) \leq 2 n$, there is an invertible matrix $M$ such that

$$
M \cdot C_{1}(F)=\left(\begin{array}{c}
1 \\
x \\
F^{\prime}(x)
\end{array}\right)_{x \in \mathbb{F}_{2}^{n}}
$$

where $F^{\prime}: \mathbb{F}_{2}^{n} \rightarrow \mathbb{F}_{2}^{n}$, and the last row of the matrix is 0 . This shows that $F$ is CCZ equivalent to a function $F^{\prime}$ such that $G_{F^{\prime}} \subseteq U,|U|=2^{2 n-1}$ : $U$ consists of all vectors in $\mathbb{F}_{2}^{2 n}$ whose last coordinate is 0 . We compute $G_{F^{\prime}} \cdot G_{F^{\prime}}$ in $\mathbb{C}[U]$ : The coefficients of the nonidentity elements are 0 or 2 , and the coefficient 2 occurs $\frac{1}{2} 2^{n} \cdot\left(2^{n}-1\right)$ times. But that is the number of elements in $U \backslash N^{\prime}$, where $N^{\prime}=\left\{(0, x): x \in \mathbb{F}_{2}^{n}\right\} \cap U$. Therefore, $G_{F}$ is a relative $\left(2^{n}, 2^{n-1}, 2^{n}, 2\right)$ difference set in $U$. It is splitting since the group is elementary abelian, hence it corresponds to a bent function, which cannot exist if $n>2$ according to Theorem 2.
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